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Introduction

This guide is intended to help users implement ControlUp’s system. Click here to skip the
introductory chapters and go straight to configuration.
ControlUp is a tailor-made and comprehensive monitoring system for IT administrators and helpdesk
personnel who oversee multi-user environments. In those roles, you are required to prevent and
troubleshoot performance issues, application failures, and operating system errors. Typically, these
tasks require repetitive and time-consuming execution on existing consoles, scripts, and various
management tools.
As a system administrator your two primary goals are to:

e Quickly identify issues in a complex multi-user environment

e Resolve these issues simply and efficiently

ControlUp’s solution is a comprehensive monitoring, management, and remediation system. It
provides deep visibility into the real-time activity of servers, workstations, user sessions, and the
applications they run, along with the tools to manage and fix any issues that arise, so you can more

easily reach these goals.

ControlUp Architecture

ControlUp supports various topologies, based on your requirements. For complete details regarding

sizing guidelines, see here.

ControlUp Hybrid Cloud Topology

ControlUp Hybrid Cloud topology is enabled by default (requiring a network with internet
connectivity). In this topology, ControlUp’s back-end components are hosted on secure Amazon
Web Services Cloud servers, while the ControlUp Console and Monitor modules run inside the

enterprise network.

Cloud Topology Quick Guide 2
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The following figure illustrates the ControlUp Cloud-Based topology:
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Main ControlUp Modules

The ControlUp system provides the following main modules:

e ControlUp Console - The real-time monitoring ControlUp Console gathers and displays a

wealth of current information regarding system health and performance, allowing powerful

management actions to be executed to enable resolving issues and changes to system

configurations. The console module is a live, spreadsheet-like grid that can be customi

zed

and configured to suit your requirements. The console grid contains metric columns, that

can be sorted and double-clicked to navigate across large systems.

e ControlUp Monitor - The ControlUp Monitor assists with monitoring your assets 24/7 and

alerting about any abnormal behavior according to a customizable set of incident trigg
is like the ControlUp Console, but without an interactive user interface. Once installed
launched, the monitor connects to the managed assets of your organization and starts
receiving system information and performance updates, just like an additional Control

Console user. The ControlUp Monitor is a requirement for using SOLVE.

ers. It

and

Up

e ControlUp Insights - The ControlUp Insights module is a reporting and analytics platform

that accumulates activity and performance data over time and displays it over a variety of

reports and dashboards. This enables the systems administrator to investigate past issues,

track usage trends, analyze the system's performance, and make decisions regarding future

system design and configuration.

Cloud Topology Quick Guide
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e ControlUp SOLVE — The SOLVE module is a powerful and comprehensive, real-time
monitoring and analysis tool that is accessible in a hosted web application. Accessing via
a web interface means there's less resource consumption on the endpoints that are
logging in and viewing the data, giving you and your users a leaner, more performance-
driven experience. SOLVE’s modern web interface also provides historical data for some

available metrics.

e Data Collectors - The Data Collector is responsible for collecting metrics from ‘external’
sources such as VMware vCenter, Citrix Delivery Controllers, XenServer Poolmasters, AHV
Clusters, and NetScaler appliances. Having a data collector increases the performance
capabilities of both the console & monitor.

e ControlUp Agent - The ControlUp Agent is a lightweight component that enables rapid

deployment and a minimal performance footprint on the managed computer.

Cloud Topology Quick Guide 4
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ControlUp Prerequisites

The following is a set of prerequisites for the consoles, monitors, data collectors, agents, and

hypervisors, to ensure the smooth installation and operation of ControlUp.

Console Prerequisites

The only software prerequisite for the console to run properly is Microsoft .NET 4.5. or later. Please
ensure this prerequisite is met before running ControlUp.
Supported operating systems:

e Windows 7

e Windows 8 and 8.1

e Windows 10

e Windows Server 2008 R2

e Windows Server 2012 R2

e Windows Server 2016

e Windows Server 2019

Required open ports:

e Communication Ports used by ControlUp for Hybrid Cloud.

If you have an outbound proxy, the necessary ports and URLs are described here.

Monitor Prerequisites

Supported operation systems:
e Windows Server 2012 R2
e Windows Server 2016

e Windows Server 2019

Required installed software:
e Net Framework 4.5 (.Net Framework 4.7.2 or later recommended)

e PowerShell 5.0 (for Windows PS API)

Required open ports:

e Communication Ports used by ControlUp for Hybrid Cloud.

If you have an outbound proxy, the necessary ports and URLs that are needed are described here.

Cloud Topology Quick Guide 5
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Required permissions:

e The monitor’s primary AD account requires the Log on Locally user right on the monitor
service VM. The service account is defined in the monitor Settings-> Domain Identity tab.
Therefore, you should verify the following:

o The account has the Allow log on locally user right.

o The account is not part of the Deny log on locally user right.

Data Collector Prerequisites

Supported operating systems:
e Windows Server 2012 R2
e Windows Server 2016

e Windows Server 2019

Required installed software:
e ControlUp Agent
e Net Framework v4.5 (.Net Framework 4.7.2 or later recommended)
e When connecting a XenDesktop site (Citrix Virtual Apps and Desktops), the Citrix SDK must
be deployed to the Data Collector to connect to the Citrix API.

e The SDK is available from the following here.

Required open ports:
e Depending on the type of Hypervisor/EUC site, the following ports will need to be open:

o Citrix XenServer - Port 80 - open between the console/monitor/data collector
and the XenServer hosts

o vSphere - Port 443 - open between the console/monitor/data collector and the
vCenter Appliance

o Nutanix - Port 9440 - open between the console/monitor/data collector and the
Nutanix AHV Prism appliance

o HyperV - Port 40705 (HyperV is utilizing the same port as the ControlUp Agent)

o NetScalers - 80/443

Note: A pair of data collectors can be provided for high availability purposes. In the event of a failure
of the data collector, a backup data collector assumes this role until the data collector is brought

back online.

Cloud Topology Quick Guide 6
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Agent Prerequisites

Supported operating systems:
e Windows 7
e Windows 8 (or 8.1)
e Windows 10
e Windows Server 2008 + R2 (Full installation only. Core edition is not supported)
e Windows Server 2012 R2
e Windows Server 2016 (Core or Full Installation)

e Windows Server 2019

Required installed software:
e  Microsoft .NET Framework 3.5 or Microsoft .NET Framework 4.5 (.Net Framework 4.7.2 or

later recommended)

Required open ports:

e Asingle configurable TCP port open (40705 by default) for agent communication.

Active directory & DNS prerequisites:

e Active Directory is a prerequisite for managing machines using ControlUp.

Note: If your network includes machines that are not joined to a domain, you can connect to these

machines, however, other actions are not available.

Note: ControlUp requires RPC access for the remote agent installation. If your managed machines are
inaccessible using RPC, you can deploy the ControlUp agent using an MSI package. For details, see

Auto Adding Machines Installed with the MSI Package .

Cloud Topology Quick Guide 7
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Hypervisor Monitoring Prerequisites

The following section describes the prerequisites for monitoring Hypervisors with the ControlUp
Console and Monitor.
Supported hypervisor platforms:
e vSphere 6.x environments that are managed by vCenter. (Standalone ESX/ESXi servers are
not supported.)
e Nutanix AHV 5.5 & 5.6
e  Citrix Hypervisor (XenServer) v6.1 (with the Performance Monitoring Enhancement Pack,
CTX135033), v6.2., v7.x and v8.x
e  Microsoft Hyper-V 2012 R2, Microsoft Hyper-V 2016 including standalone & clustered hosts
Specific requirements for each are listed below.
Note: For earlier versions, some performance columns not yet implemented in XenServer might be
displayed as N/A.
Note: The ControlUp Agent must be installed on the Hyper-V host to monitor them as hypervisors
(the console does not work on any version of Core, however, the Agent functions as long as you have

.Net 3.5.1 or .Net 4.6.2 installed).

Required open ports:

ControlUp Console to vSphere, vCenter TCP /443
ControlUp Console to Nutanix/AHV TCP /9440
ControlUp Console to Citrix Hypervisor Controllers TCP/80
TCP /40705
ControlUp Console to HyperV
(via the ControlUp Agent)

VMware vSphere Prerequisites

Required vCenter permissions:
e The Read-Only role is sufficient for all monitoring purposes. If you want to be able to use the
built-in hypervisor-based VM power management functions, then you will need to create a

custom role based on the Read-Only role, adding the following permissions:

In the Virtual Machine/Interaction category:
e Power Off
e PowerOn

e Reset

Cloud Topology Quick Guide 8
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VSAN Prerequisites

To retrieve vSAN metrics and metadata, follow the following prerequisites.
Required installed software:
e PowerShell minimum Version 5.0 (with RemoteSigned execution policy)
e VMware PowerCLI 10.1.1.x

e .NET framework version 4.5 (.Net Framework 4.7.2 or later recommended)

Required vCenter permissions:
e VSAN Performance service should be turned on.

e The user account configured for the hypervisor connection requires storage.View.

Citrix Hypervisor (XenServer) Prerequisites

Required Citrix Hypervisor permissions:
e |f Active Directory authentication is enabled for the Citrix Hypervisor pool, then the Read-
Only role is sufficient.
e If you would like to be able to use the built-in hypervisor based VM power management

functions, you will need to upgrade the user role to VM Operators.

Nutanix Prerequisites

Required Nutanix permissions:
e The user/service account needs to have a Viewer role for view-only capabilities, which is the
user to be used for connecting your console to the hypervisor.
o To perform VM power management & host maintenance actions, you must configure the

user/service account with the Cluster Admin role.

To use a dedicated user/service account already configured in your environment, you'll need to add

your organizational Active Directory to Nutanix.

Cloud Topology Quick Guide 9
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Configuring a ControlUp Organization

This section covers the actions required for getting ControlUp up and running in your organization
and populated with hosts, machines, monitors and more. Throughout this section, if you find some

terms that you are not yet familiar with, refer to the Glossary section.

Downloading the ControlUp Console

The ControlUp Console requires downloading, without any other additional installation steps.
To download the console:
Go to this link, or go to www.controlup.com and click DOWNLOAD FREE TRIAL and unzip

the file once it has downloaded.

control 5%

ONE SIMPLE CONSOLE TO MANAGE
AND CONTROL VIRTUAL DESKTOPS
AND SERVERS

'DOWNLOAD FREE TRIAL ?§

MONITORING > TROUBLESHOOTING > ANALYTICS > @

Launching the ControlUp Console

To launch the ControlUp Console, double-click the ControlUpConsole.exe and begin creating your

User Account and Organization.

Cloud Topology Quick Guide 10
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Creating a User Account

To start working with the ControlUp Console, you have to create a ControlUp user account. Follow
these steps to create your ControlUp account.
Note: ControlUp requires internet connectivity for the sign-in process.

Upon opening the ControlUp console for the first time, the following screen displays:

up
conftrol

Create a new account

To Create the user account:

1. Click Create a New Account and fill out the following form:

¥
controlan X

Sign up for ControlUp
\

2. Provide a valid email address, your contact details, and a password.

3. Select the check box to agree to the Terms and Conditions.

4. Click Sign Up and a confirmation message with an activation link is sent to your email.
Once you click OK, the Console launches but the user still needs to be activated.

o X

Validate your email address

ControlUp will use this email address to send alerts
about performance bottlenecks and otherissues on
your network

xxxxxxxbcontrolup.com

Flease verify that this is your corporate email address
and check it forspelling mistakes.

5. Click the activation link that was sent to you to activate your account.

Cloud Topology Quick Guide 11
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Creating a ControlUp Organization

ControlUp organizations are entities that represent groups of machines managed by the same

administrative personnel. Once an organization is created, new ControlUp Users may join the same

organization so they can manage and monitor the same environment.

To create a ControlUp Organization:

1.

Choose an Organization Name and Click Continue and the ogranization creation process
begins.

Tip: Choose a clear and descriptive organization name as this will allow future ControlUp
Users from your company to easily recognize the organization when they sign in to

ControlUp.

up
controlum

Create a ControlUp Organization

AControlUp Crganization defines the security boundaries of ycur network fer administration
and delegation purposes. Ifyou intend to collaborate with other ControlUp usersinyour
team, you should assign all machines to the same Crganization by adding them to
ControlUp Conscle.

Organization Name:

Read more about ControlUpOrganizations

Once the new organization is created, the ControlUp Console application launches, and

the initial screen appears.

@ MowuSan < | roseracmzcaper

v Folde | Fesy | Machnos| Sessioms “recozze: | Azcaums | Apglcaiere | Sxree +

Pl .. Rumioa ™ Datatns Mgl Wb
L Fovwreans [ Suslond | Mabims Hune M Cont ok avns | (Ml U e DMk HE ik M

ACMEZpE

fmTl

i )
—

Add Machines to ControlUp
oo

My Organization [ECHR
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Adding Managed Machines

To add Machines in ControlUp, two distinct operations are required:
1. Adding the machine to the ControlUp organization.
2. Deploying the ControlUp Agent on the machine.

Each of these actions can be completed either manually or automatically as follows:
e Manually — Using the ControlUp Console

e Automatically — Using PowerShell scripts and an MSI package

This section covers the required steps for each operation.

Adding Managed Machines Manually to the Console

To add a managed machine manually:
1. Open the Add Machines window by right-clicking the Root Folder or any other folder in

the organizational Tree and select Add > Machines and the Add Machines window

appears:

ControlUp Insights

=2 32 0y DD B G 2
=@ ® @D =0 =@ @ '®
Add Add Linux Data Add EUC Add Add Cloud Add
Hypervisor ~ Machines Collector Environment  NetScaler  Connection Menitor

older

@ Monitoring Status « Folder ACMECorp03'
Q w Folders | Hosts \Machlnes| Sessi|
-BEES fous
£ Hy Name Stress Level

== Connect
== D Corp03
z Disconnect orp None
== Auta Connect
Add 4 Machines
3 Agent Control y |Hel Falder
2o Propetties &5 Hyperdsor
il Organization Properties &) EUCEnvironment

B MetScaler Appliance

A Cloud Connection

) Linux Data Collector

For more information regarding ports, see here.
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2. Alternatively, you can click Add Machine in the Home ribbon and the Add Machines

window appears:

ControlUp Insights

o Co (o 2 B G Lo
Add  Add w

-

Linux Data Add EUC Add Add Cloud
Hypervisor  Machines Collector Emvironment  MNetScaler  Connection Meonitor

Add Machines

Domain [ACMECORP Jocal ] (@

Search Root: | DC-ACMECORF.DC-taedl REN

[Type here to search | ] Altemate suffix :I
| Hame | DN name. | (=] ACMECORPCOP

(S ACMECORPCOR  ACMECORPCOPACMECORP ocal

ACMECORPDC | ACMECORFDC.ACMECORP.ecal |

5| ACHECORPSOL | ACMECORPS OLACMECORP local |

Flead more shou adding machines Select Ste

To select a machine from your active directory:
1. Click the Domain selector button to choose a domain containing the names of the
machines to be added.
2. Choose a root OU for the Active Directory search using the Search Root selector.
3. Search for the machines you want to add and select them from the Search tab.
Tip: Typing text inside the Search Filter box performs inline filtering of the result table,
which allows for faster location of machine accounts. The text that you type in the Search
Filter box can be any part of the machine name and does not require the use of wildcard
characters.
4. Select the machines and click Add or Add All.
5. Click OK and the Machines are added to the Organizational Tree.
By default, once a machine is added to the organizational tree, the ControlUp Agent is installed
automatically on that machine. However, ControlUp also allows you to disable the automatic
installation of the agent in cases where you would like to manually control and initiate the

installation process.

Optional: To disable the automatic installation of the agent:
1. Go to the Settings tab and click Agent and the Agent Deployments setting screen

appears.
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2. Uncheck the Deploy Agents Automatically option and the automatic installation of the
agent is disabled.
Once this function is disabled, you must install the agent remotely via the ControlUp Console. To
push the agents to the remote machines, the AD user you are logged in with when starting the
console must have administrative permissions on the remote machine. To receive administrative

permissions, contact your IT administrator.

Deploying the Agent Manually

To install the agent remotely:
In the organizational tree, right click the machine you want to install the agent on and

select Agent Control and then Upgrade/Install Remote Agent.

ome | ControlUpinsights | Settings

® ® @ @ @ @ @ $O%
2%
x Data Actions el

@ Monitoring Status « Machines
dermo ! i & v Folders | Hosts |Machines | Sessions | Pro
- Iﬂ ACMECorp03 Machines: 34 Items

B & Hypervisors |

4 EUC Environments Name - Status Op!

= E NetScaler Appliances |
14T} NS CORP 01754 Unmanaged
i Finance Group - 1
Horizon Machines » {ACMECORPCOP { Ready Windou
{8] ACMECORPCOP.ACMECORP.local i i
| (= ACMECUHPDCACMECF Dsconncct oC Ready Window
(il ACMECORPSOLACMEC -2
= Auto Connect saL Résid Wind
ea indoyy
%5 RDP to Machine Y
#5 Move to... Unmanaged Debian
@ Remove
Install A i
Diagnostics 3 nstall Agent Window
a t Control I i i
: Agen VDn o » ‘ Uninstall Remote Agent Window
2o Properties () Upagrade/install Remote Agent
Wake On LAN P Start Remote Agent
| @ Stop Remote Agent
CUVIEWT1Q o) Restart Remote Agent
& Setlistening Port

CUVIEW7CONNECT.CONTROLUP. ... Tnstall &gent

CUVIEW7CONNECT2.CONTROLU... Install Agent

It is also possible to install the agent remotely to several machines by multi-selecting them by

holding the CTRL key and right-clicking over a folder.

Deploying the Agent MSI Package on a Golden Image

ControlUp enables you to deploy the ControlUp Agent onto a golden image using the ControlUp
Agent MSI package, as well the ability to distribute the Agent MSI Package in advance to machines,

using SCCM or other similar systems, logon scripts, or via a group policy.
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To install the MSI package:
1. Download the package from this link or from the console by selecting the Settings tab

and then selecting Agent and clicking Download Agent MSI.

Agent Deployment Settings

Configure the settings to be used during the installation of ControlUp Agent on machines in your orgarization

Deploy agents automatically

Check if machine answers a ping before deploying agent

[] Checkif machine has all necessary installed before deploying agent
Agents willlisten onthis TCP port: | 4070502
Reconnectto machines i minutes

Nate: You canconfigure suto-connect settings for each monitored resource using the crganization ree

[ Agents will be uninstalled automatically when not used
Install missing packages on Linux machines for agentless data collection

[] Allaw users to add machines that are running unsupported Linux flavors

[ Customizediconfor chatwindow (32x32): | ][]

|Do',\'n\oad Agent MS| I

| App | oK H Cancel ||

2. Install the MSI package on the golden image using the setup wizard. No other

configurations required.

ﬁ ControlUpAgent Setup X

Welcome to the
ControlUpAgent Setup Wizard

The Setup Wizard will install ControlUpAgent on your
computer. Click Next" to continue or "Cancel” to exit the
Setup Wizard.

<oock Cance

To add a machine to the organizational tree and start monitoring it, follow the steps in the Adding
Managed Machines section or use a PowerShell script to add the machines automatically as
described in the next section.

Note: When adding machines to a Horizon EUC Environment, refer to Adding EUC Environment.

Cloud Topology Quick Guide
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Adding Machines Automatically to the Real Time Console (via

PowerShell)

Using this method, prior to adding the machine to the console, you must install the Agent MSI
Package on a golden image to start monitoring the machine. To streamline the process of adding
machines with the Agent MSI package installed, a PowerShell script can be used. ControlUp
includes several PowerShell cmdlets to provide automation capabilities for manipulating the

organizational tree.
Secure Communications Between ControlUp Console/Monitor

and ControlUp Agent

To secure the communication between the installed agent and the ControlUp environment, we
recommend you do the following.
1. Onany computer running the ControlUp agent, enable a Firewall inbound rule that
allows access to port 40705 only to authorized computers.
2. Add these computers which ideally should use static IP addresses:
e Computers running the ControlUp Monitor service
e Computers running the ControlUp Console
If you do not have a firewall for your network, we recommend using the built-in Windows firewall
alongside a Group Policy to apply the firewall rule to all machines running the ControlUp Agent.
Note: This recommendation reduces the risk of a potential attacker manipulating a ControlUp Agent

using malicious code in case that potential attacker has penetrated the organization network.
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Creating a Folder

After adding managed machines into ControlUp, it is recommended to create a folder tree that
reflects the structure of your network.
To create a folder:
1. Right-click the root folder you would like to add an additional folder under and select
Add from the available options.

2. From the submenu click the Folder option and a new folder is created.

ControlUp Insights

o Co (@ =0 E0 Co Lo
Add Add Limux Data Add EUC Add Add Cloud Add
Hypervizor ~ Machines Collector Environment NetScaler  Connection Meonitar
@ Monitoring Status # Folder' ACMECorp03
Q w Folders | Hosts |Machines| Se
& Hype D Focus Mame Stress Lev|
@ ACME E Connect
@ ACME 52 Discannect ECorpd3 Mane
LM ACME e Ato C t
= == Mo Lonnee ines: 3 lterns
| Add » Machines
Status
4 Agent Contral v || B0 Folder
2o Properties &5 Hypervisor eady
lal  Organization Properties B EUC Ervironment
ac 5 MetScaler Appliance catly
&y Cloud Connection
AC .J;:_'; Linux Data Collector eady

3. Enter a descriptive name for better distinction between the folders and their purposes.

Adding a Monitor

A monitor is a Windows service that allows for continuous monitoring of the system resources. It is
a mandatory component for using SOLVE. For sizing recommendations for the ControlUp Monitor,
see the ControlUp Monitor Guidelines section. Support for large organizations is implemented by
the Monitor Cluster feature, which enables multiple ControlUp Monitors to work together to
monitor a single organization.

Prior to installation, choose a machine or virtual machine that is correctly sized for your needs and
the size of your environment. Make sure this machine can be dedicated to only running the
ControlUp Monitor service and make sure that you have RPC Access to the selected machine.

It is also recommended to create a dedicated service account with local admin permissions on all

managed machines.
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To install a monitor:

1. Click Add Monitor in the Home ribbon to start the ControlUp Monitor Installation
Wizard.

?43 C@ e @, = 5N (] ® = @3 n:i,n 828 Prese( :
dd Add Cloud _

Script Vitud  ControlUp Display ~ Unfreeze

Export olumn  Columns

icaler  Connection  Monitor Actions  Triggers  pcfors  Expert

Insights

[# AddSite B AddMonitorsto Site  # Monitors Settings |94 Delete Ste £ Refresh

Site Name Available Monitors Connected Data Sources Description
] ControlUp X
o+ Monitors seti i
1) Domain Credentials and Proxy i
are properly configured.
Monitors | Datz Sources | 2

Status | Details | Version | Data Sources | Username | Last Upload | Actions |

ACMECorp03

Organization: Nouplo.
[£] Default

\ ooy oK | [ Corcal |

2. Click OK on the popup message and the Sites and Monitors — Configuration Wizard

appears.

P

ControlUp Monitor Configuration

ControlUp Monitor eq redentials that can be used deploy agents and
machines. Th t should be member of the local 'Administrators’ group on each managed
host in order 1o be able to deploy agents remotely.
Use the following table to enter valid credentials for each domain you ike tomonitor using ControlUp Monitor Service
|| © AddDoman 8 set y ) Import AD Connecton
R —— Credentials
he folow ; XenDeskiop sites, AWS regions. and NetScaler appliances Plesse providethesame  ltions
) AddCredentisls St (@) Add Cloud Credentials Ed Q) e sids © Inport Console Credentials
Friendly Name. Shared User Name Domain
Newt Cancel |

‘ : o Concel |

The first configuration task for the monitor cluster is to add valid domain credetials that

are used by the monitor cluster to connect to managed computers, and, optionally,

deploy the ControlUp agent.
3. Click Add Domain and the Add New Domain Identity popup appears.
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5.

ControlUp Monitor Servig| - 0 x ploy agents to managed hosts and
authenticate towards the bcal 'Adminis ors' group on each managed
host in order to be able to

& Please enter a domain name and select user credentials
#  toconnect to this domain

Use thy table to enf rvice

Domain FGDN:  [4CMECORF.local | =]

) udd Domain €D Import AD Connection

Daomain

#) Save new credentials set:

User: |EUMaritor@acmecorp.acal =]
The following credentials will Fasswiord [sasseree | vaherscater spplsnces. Fesse provide the same
credentials that are configure Domain T

€ i Credentils S Friendly Name: | acmecorp.local\CUMonitor |

Friendly Mame o1 Mame: Domain

[ alidate 3 Impart Console Credentials

Enter the Domain FQDN and valid domain credentials. It is recommended that the

domain account be a member of the local administrator group to deploy agents

remotely.

Check the Shared credentials for each credential set. See Configuring Shared Credentials

Prerequisites for this option to work.

Optional: If you want to add additional credentials for hypervisor connections or EUC

environment connections:

Click Add Credentials Set and the Add New Credentials popup appears.

Enter the relevant information and click OK and the credentials are added.

ControlUp Monitor Configuration -0 x

ControlUp Monitor Service requires valid domain credentials that can be used to sutomatically deploy agents to managed hosts and
authenticate towards the managed machines. The configured account should be member of the local 'Administrators' group on each managed
host in order to be able to deploy agents remotely.

Use th ing table to enter valid for each domain you like tomonitor using ControlUp Monitor Service
€ 4dd Domain # Edit @) Bemove @ Test Connection 2 get as pimary € Impont AD Connection
Domain Credsniials

ACMECORP local oritar [ primaty )

The following credentials will be used for connecting to your virtualization hests, XenDeskiop sites, AWS regions. and NetScaler appliances. Please provide the same
credentials that are configured in your organization's connections.

2 bidd Credentials Set @ tdd Cloud Credertials # Edit ) Bemove @ vaidate D Impan Consale Credentials

Fiiendly Name i User Hame Domain

Eack Mext Cancel
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6. Click Next and the Proxy Settings tab appears.

ControlUp Monitor Configuration - M| X

iguration Wizard

e that enables continu

ith the Intemet.
ACMECorp03 Inherit organization settings
----- (oot
.
Proxy Address Fort 5080
Authentication method [Integrated Windows uthenticalion -]
‘ Back H Mest H Cancel ‘

7. Configure any Proxy settings, if required, for the default site, and click Next and the
Export Schedule tab appears.

Note: The proxy settings option can be configured separately for each site.

8. Configure Export Schedule, if needed. Click Next and the SMTP setting screen appears.

ControlUp Monitor Configuration - 0O x

) dd Export Rule... # Edt.. ) Bemove % mpart Settings
Exvport View Days S e Interval e

acmecoip.localhClMonitor

| Back H Hest H Cancel |

g. Configure SMTP settings for Trigger Alerts if needed. Click Next and the Advanced

Settings screen appears.
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ControlUp Manitor Configuration

nitoring for your resources.

ControlUp Monitor enables the "Send an e-mail alert using a local SMTP server” functionality. Using the list below. configure a priarity list of
SMTP servers and their connection details_ControlUp Monitor will attempt sending SMTP alerts using all of the configured servers. in the order
inwhich they appear in the list below.

Use the following table to enter valid SMTP Servers settings you like to menitor using ControlUp Menitor Service
€ dd SMTP Server.. # Edi. € Bemove (@ Send Test Message
Server Name / 1P Sender Address Port Use S5L/TLS Credentials
| mack || mew || Cancel |

10. The Advanced Settings screen displays the default monitor service resource settings.

We recommend using the default interval configuration. If you want to change it, see

here.

ControlUp Monitor Configuration

es consumed by
efore modifying t

| Regulate information updates to improve the perf of manitors: |

") Do not regulate information updates (resource-intensive, faster updates)

®) Regulate information updates (saves resources, slower updates)

Maximum concurrent transactions: 100(2] (O=unlimited)
Initiate agent based data collection cycle every secands
Initiate agentless data collection cyclevia SSH every, secands

[Save monitors resources by disabling viens |

[ Disabl hat dependon p level information

Suggest to disable processes view when more than 10000075 processes are monitored

| Bk || Fmsh || cancel |

Note: The Export schedule, SMTP settings, and Advanced settings are global and are not set per site.

11. Click Finish and the ControlUp Monitor Installation Wizard appears.
12. Select the machine you would like to install the monitor on.
If needed, modify the port that the monitor will listen to ensure that the corresponding

port is open in your firewall. By default, the port the monitor listens to is 40706 (console

<> monitor).
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Manage ControlUp Monitors

Defait

ACMECDRP local

DC-ACMECORP DCHocal

NS pame.
ADMECORPCOP ACMECORP locel
ACMECORFOC ADMECORP kecsl
ADMECORPSQLACMECORP local

rataline Verricrs sl be 33det kP S

Descrpon

)
<=

e | Last Upicas
Orgarazanon Noupho

ACMECDRPCOP ACMECORP local

s’z

13. Click Install and the ControlUp Monitor Installation Wizard appears. The installation may

take a few seconds.

The monitor installation wizard tests various components of the target machine before

deploying the service to make sure that it will be able to run.

ContioR) MonRor Setup.

Organzason: No ko

e | Last Ugions 2ctors

14. Click Finish and then click OK and the added monitors appear in the Montors tab with a

green icon next to it.

Manders |-
Status
ACMECorp0d
[ Detout

8 ACMECORPCOPACME . RurvingMaste (mae detal:

Version | Data Sources

ERRETIY")

Usemame | Last Upload
Organization 252020

ETAS_AC . | 2152020 30000 AM

Actions

80
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Configuring Shared Credentials Prerequisites

After installing the monitor, it is recommended to enable share credentials. This enables streamlined
management of credentials and a quicker onboarding process for new ControlUp users which does
not require them to know the service usernames and passwords. For the shared credentials to work,
a new roles collection must be created, and the shared credentials permission must be set in the
Security Policy Panel.

To create a new roles collection:

1. From the Security Policy pane, click Manage Roles and the security settings screen

appears.

Eventy . Security Policy. I

2. Click Add New Role and the Add New popup appears.

3. Fillin a role name (for example: CU Admins) and click Add Users/Groups.
4. In the Search Filter, type the name of the group in your active directory, where all your
ControlUp Admin users reside.
Tip: Create a dedicated group in your AD for this purpose.
5. Click OK and a new user role named CU Admins is now added to ControlUp.
Once the new roles collection has been added, you need to allow the shared credentials

permission.
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To allow the shared credentials permission:
1. From the security policy folder, expand the Organization-wide Actions section and the
Shared Credentials Store and allow Manage shared credentials and Use shared

credentials to the new role you have created.

Bk St

..... 7 Manage All Linux Data Collectors [ @ Alow Mot Set Mot Set Mat Get
----- i Manage application load time settings M& @ Alow Mt Set Mat Set Mot Set
----- ' Manage browser URL settings [ @ Alow Mot Set Mot Set MNat Set
S - S S R tise

i &5 Manage Shared Credentials [y @ Hlow Mot Set Mot Set @ Alow

& UUse Shared Credentials Ni& ot Set Mot Set Mot Set @ Hlow
&5 Run Host Actions Ni& @ Alow N7 Mat Set Mot Set
- i Run Machines Actions M7, Mot Set Mot Set
B[] Run Folder Actions N/& @ Alow ME& Mot Set Mat Set

hlat ot

Sa
Perform all actions related to Shared Credentials

2. Click Apply and the credentials are saved.

Adding Hypervisors

This section describes the steps required for adding a hypervisor. Connecting to a hypervisor will
populate the Hosts View, in the ControlUp Console.
To add a hypervisor:
1. Inthe Home tab, click Add Hypervisor -OR- right-click the top folder of your
Organizational tree and select Add Hypervisor and the Hypervisor connection screen is

displayed.

ControlUp Insights

Bl BB G ¢
Add Limex Data Add EUC Add Add Cloud Add

Environment  MetScaler  Connection Manitor &

Hypervisar ~ Machines Collector

@ Monitoring Status « Folder' ACMECorpD3'
Q w Folders | Hosts | Machines | S
=S|
% Focus Mame Stress Le|
-+__| Fing @ Connect
-] AT E Disconnect [BCMECorp03
— M
; -] AC ==l Auto Connect e
@ ALCh Azl LT
| Add 4 | Machines
Free Spa
2 Agent Control [T . Syste:
2.1 Properties % Hypervisor
Lol Organization Properties T EOC ErTOTTIeT 261 [GE)
B MetScaler Appliance =
4 &3 Cloud Connection 20.7 GB),
g} Limwx Data Collectar —_—
- 25.1 [GE)
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2. From the drop-down list select the Hypervisor type.

3. Inthe URL field, type in the full name (FQDN), hostname or IP address of the vSphere,
Citrix Hypervisor Pool Master, or Nutanix AHV Cluster that you want to connect to.

4. In the Name field, type the name of the folder that will contain the Hypervisor assets.
There are occasions where that name populates automatically. Select the credentials
from the Credentials drop-down list that will be used for data collection from your
infrastructure. It is possible and recommended to use the credentials from the Shared
Credentials Store used via the monitors’ cluster.

It is highly recommended to configure a data collector.

b4
. . Ma
Hypervisor Connection JSpeed | IP Addresses
Use this w g details to enable Controlup to —
communicate wi irtu [ r re. 97 MHz
Note: Check the system requirements for retriey Add New Credentials x [z
URL: hitps: /vadevga.smarts.dom/sdk -, Thefollawing credentials will be encrypted and stored in your Windows |,
\'\ S userprofle. You will be able to reuse these credentials in other relevant
Name: wedey tasks.
’ 2
Credentials: | [Shared] smart dornbsxwmmw User [
Connection Options Password:
ControlUp console is the default data collector for hypervis|  Demain: |ACMECDF|P.IocaI W
machines on your network io connect to your virtualization i
Friendly Name:
0K Lancel

ar. Tancel

T
1

5. Click OK and the hypervisor is added.

Optimizing Performance with Data Collectors

The following steps are optional but are strongly recommended to ensure optimal performance of
ControlUp Connections to the console and the monitor. It is a best practice to designate one or more
machines in your ControlUp organization to act as a dedicated data collector for hypervisors. The
below example flow must be performed as part of the Connect Hypervisors described previously
and Adding EUC environments described in the upcoming section. It is highly recommended to
perform it in both cases.
To configure a dedicated data collector:

1. Add a managed machine to the console which will function as the data collector and will

later be defined as the active data collector.
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2. Right-click the Hypervisor or EUC Connection and open the Connection Settings dialog

box.
ud | s
e | Conimirs
L) slala )
® D @ ® @
x Data dd dd
@ Monitoring Status « Folder 'ACMECor
Q v F
N.
Focus
MECorp03
Finance 52  Disconnect -
(8] ACMEC == Auto Connect chines: 1210 I
{0 ACMEC |
| ’ Move to...
L. acveg *® Na
Y Rename
©  Remove 8 SERVER
:'_‘ E l <
r’ %1 Connection Settings _J ICORPCOP
» ACMECORPDC

Tip: If the Data Collectors dropdown is hidden, expand it by pressing the down arrow.
3. By default the ControlUp Console/Monitor acts as a data collector. As a best practice, we
recommend using a dedicated data collecor.

To do so, click Remove and then OK, and the Controlp Console/Moniotor is removed.

URL: [ttpzr/10.20.9.11 |
Mame: |CnntmIL|p Demo Pool |
Credentials: “root ~
|C Options |

ContrelUp console is the default data collector for hypervisor data. You can designate other
machines onyour network to connect to your virtualization infrastructure.

0 Add o Test Connection
| Status |

MName

||
] Controllp Console / Monitor x | V‘

]

[«]
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4. Add a new data collector by opening the Data Collector tab, click Add and select the

machine you added in step 1.

Edit Hypervisor connection

ControlUp to

Note: Check the system requirements for retrieving vSAN data.
URL: hitps://cuve.controlup demo./sdk.
Name: vCenter Demo

Credentials: controlup demo’\cuvmw

Connection Options

ControlUp console is the default data collector for hypervisor data. You can designate other
machines on your network to connect to your virtuzalization infrastruciure.

by
© 2dd 0 Bemove

Name Status
a HLT

0 Test Connection

oK Cancel

5. Click OK and the data collector is added.

It is also possible to set the monitor as a data collector as well, by installing the agent on the monitor

machine, and following the above procedure.

Adding EUC Environment

Adding a Citrix Virtual Apps and Desktops Connection

To connect ControlUp to your Citrix Virtual Apps and Desktops deployment, you will need to create

an EUC Environment site connection in the ControlUp Console. The connection will define the

address(es) of the broker(s) from which data will be gathered, as well as the credentials used for

data collection and management actions. The following are mandatory prerequisites for adding a

Citrix Virtual Apps and Desktops EUC Environment connection:

Port TCP 80/443 opened between console <> broker or data collector <> broker

Citrix Virtual Apps and Desktops (XenDesktop) 7.5 or later

Citrix Virtual Apps and Desktops (XenDesktop) PowerShell SDK installed on machines

configured as the Citrix Virtual Apps and Desktops data collectors (the

console/monitor machines or a dedicated agent machine).
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To add an EUC Environment connection:
1. Click on the Add EUC Environment button in the main ribbon menu -OR- right-click the

root folder of your organization tree and select Add and then EUC Environment and the

Add EUC Environment Connection dialog box appears.

:‘ C p ooo0 E
=® @ @ EP =@
Add Add

J Linux Dat Add EUC Add
Hypervisor  Machines Col' “Cror Environment  MetScaler

-

© Mondioring Seie « | Folder'ACME Corp03
Q v Folders | Hosts |Mq
LR Foeus Name
| & {{™® Connect
& Disconnect ACMECorp03
F " Auto Connect ‘
UA : hMachinaa 3210 bams
1 Ua,n Add P | Machines
W 4 3 AgentControl » | Folder -
25 Properties B Hyperisor
Ll Organization Properties [B  EUC Environment I l
NetScaler Applance

& Cloud Connection
') LinuxDats Collector

Lt LAl il

l

Solution / Platform: Citrix ¥enDesktop
Site Name: [CUXDProd |
Eroker Name | IP: |cuxenddcﬂ1 controlup demo |
Part: 8013
Credentials: | [Shared] control Up demotcuvmw W |
Mote: XenDesktop PowerShell SDK is required on all data collectors specified below.
ContrelUp console is the default data collector for XenDesktop. You can designate other k ..‘:'. )
machines on your network to gather data from your XenDesktop infrastructure.
O Add... {3 Bemove Q Test Connection
| Name | Status |
@ CUXENDDCO1 Kl
oK || Concel |
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2. Inthe Solution/Platform drop-down, select Citrix Virtual Apps and Desktops and the
site name will be populated automatically.
3. Fillin the Broker name/IP full name (FQDN), hostname or IP address.
4. From the Credentials drop-down select or add a set of credentials that will be used for
data collection from your Citrix Virtual Apps and Desktops infrastructure.
Tip: It is highly recommended to configure a dedicated data collector.
5. Click OK and the EUC Environment connection is added.
Once ControlUp establishes a connection with your Citrix Virtual Apps and Desktops site, it will
automatically populate the Site Name field with the site’s name and the Brokers Failover List tab

with the names of all the broker servers assigned to the Citrix Virtual Apps and Desktops site.

Adding a VMware Horizon Connection

To connect ControlUp to your Horizon deployment, you must create a VMware Horizon site
connection in the ControlUp Console. The connection will specify the Horizon pools(s) from which
data will be gathered, as well as the credentials used for data collection and management actions.

The following are mandatory prerequisites for adding a Horizon “EUC Environment” connection:

e Port TCP 443 opened between console <> connection server or data collector <>

connection server
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To add a Horizon site connection:

1.

Click on the Add EUC Environment button in the main ribbon menu and select Add and

then EUC Environment and the Add EUC Environment Connection dialog box appears.

ContralUp Insights

B2 = 6 5 & @3
Add Add Linux Data Add EUC Add Add Cloud Add
Hypervisor Machines Collector Environment MetScaler  Connection Monitor

[@ Monitoring Status « | Folder 'demoEzral’
Q ‘ v Folders | Hosts \Mﬁchlnr—,\s | Session|
[SEFY demoEzra i
il A oo
[=F E Hypery
Q Co g Connect MName Stress Level
g vC E Disconnect
E-E EUCE == Auto Connect 1 e
: Low
E-a) CY
% | Add 2 | Ml Machines
: Agent Control y el Folder
Properties i tatus
=l Organization Properties ] EUC Environment
&5 DUdGACatalog || CORENDU RS NetScaler Appliance | Agent
& Linux DG &) Cloud Connection
& Personal Remote QA-12R ) Linux Data Collector | Agent
{4 Published Applic:
& Server 2016 Bot CUUTILO1 Unmanaged
4G Server 2016 Bot
& Server 2016 Deli TONWINT-001 Install Agent
& Server2019-Pres
iy Test 0A-12R2-P1 Unmanaged

From the Solution/Platform drop-down box select VMware Horizon.

— Add EUC Environment Connection x

EUC Environment Connection

Use this window to configure the connection details for your End-User Computing infrastructure

Sclution / Platiorm: Wikdware Horizon

Environment Name: ‘ Horizon |
Connection Server Name / IP: ‘ cuiew?Connect. contralUp.dema |
Part: 44315

Credentials: ‘ contralup. demotcurymes v |
Mote: Check the system requirsment for retrisving Horizon data

Pod Connection Settings

Cluster-CUWIEW FCONMELT [Added) v ‘ Add this Pod to Controllp Conzole

Data Collectors | Connection Servers Failover List | -

ControlUp console is the default data collector for WVMware Horizon. You can designate
wother Machines on your network to gather data from your Horizon infrastructure.

O Add.. 0 Bemave 0 Test Connection
| Name | Status | ‘ ‘
148 Contrallp Consele / Maritor @ X

In the Connection Server Name/IP enter the full name (FQDN), hostname or IP address
of a Connection Server in your Horizon site, it will auto discover all the components in

the Horizon Environment.
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4. From the Credentials dropdown box select or add a set of credentials that will be used
for data collection from your Horizon infrastructure.

5. Click OK and the Horizon site is connected.

6. Once connected you will be prompted to configure the Pod Connection Settings.
If you would like to remove one of the Pod connections, select it from the dropdown and
uncheck Add this Pod to ControlUp Console.
Tip: It is highly recommended to configure a dedicated data collector.

7. Click OK and the VMWare Horizon connection is complete.

Add Horizon Environment on Azure/VMC

To collect data from Horizon Environments on Azure/VMC in ControlUp, you need to install the
ControlUp Agent on the Machines. Currently we do not support retrieving data by APl in these

environments.

Adding NetScaler Appliance

To add a NetScaler Appliance:
1. Click Add NetScaler in the ribbon -OR- right-click the root folder in your organizational

tree, select Add and then Netscaler Appliance.

ControlUp Insights

= oo N
=® ® C® E® =@ @ &
Add Add Linux Data Add EUC Add Add Cloud Add
Hypervisor ~ Machines Collector Environment  MNetScaler  Connection Monito
older
@ Monitoring Status # Folder 'ACME Corp03'
Q w Folders | Hosts | Ma
Ef Connect
J E Disconnect CMWECorp03
== Ayto Connect
| .
Add I 4 | hachines
L Agent Control y |H]  Folder
!“—_.1 Properties % Hypersisar o
2l Organization Properties [ EUC Environment
;--|E MNetScaler Appliance
E-a & Cloud Connection
u @\ Linux Data Collectar
b ALMECURPLIL
hACoADnEn

2. From the Protocol drop-down list Choose the — HTTP or HTTPS.
3. Fillin the NetScaler Appliance management name or IP and fill in a name for the

NetScaler Connection.

Cloud Topology Quick Guide 32



up
COﬁffO' wull Configuring a ControlUp Organization

NetScaler Connection

Use this wind oy onfigure the connection details ft r NetSaler appliance

Protocol: hitp

Management Address: |1:.1.1:.E |
Full URL: |t /710.1.10.6 |
MName: | NS Prod |
Credentials: | [Shared] \nsdemo " |

| Data Collecters |

ControlUp console is the default data collector for NetScaler. You can designate other machines on .Y
your network to gather data from your NetScaler zppliance.

[ o [ cmea |

4. Provide credentials for the NetScaler Management (Read-Only is the minimum
requirement).

Tip: It is highly recommended to configure a dedicated data collector.

—— Edit MetScaler connection x

NetScaler Connection

do ynfigure the connection detai r MetScler appliance

Protocol: hitp
Management Address: |1:-1.1:.5 |
Full URL: |hﬂp:.-".-"'1£.1.‘|C.E |
Name: [NS Prod |
Credentials: | [Shared] “nsdemo vl
| Data Collectors |
ControlUp console is the default data collector for NetScaler. You can designate other machines on "%/
your network to gather data from your NetScaler appliance. '
O Add... 0 Bemove o Test Connection
| Name | Status |
& CUMONITOROT K|
[ ok || cCancel

5. Click OK and the Netscaler appliance is added.
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Log into ControlUp SOLVE

Once ControlUp is installed and a user account has been created and configured, you can now access
SOLVE in a hosted web application providing powerful and comprehensive, real-time monitoring and

analysis.

To read more about SOLVE, see Welcome to SOLVE.

For details about logging into SOLVE, see Login Flow for SOLVE and the ControlUp Console v8.2 and

Up.

To learn how to set up your SOLVE environment, see Configure SOLVE.
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Log into ControlUp Insights

Once ControlUp is installed and a user account has been created and configured, you can now access
Insights to view the historical reporting and check the health of your VDI environment by identifying

the source of existing disruptions and getting ahead of emerging ones.

For details on logging into Insights, see Login for Insights —v8.2 and Up.
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Appendix

Sizing Guidelines

The following guidelines are intended to help and guide administrators on how to optimize resource
allocation for the ControlUp infrastructure.
ControlUp provides an online monitor Cluster Sizing Calculator, which provides the optimal number

of monitor instances recommended for your environment. You can access the calculator here.

(]
control-F

Monitor Cluster Sizing Calculator

VDI RDS

Total # of VDI Machines: 10 Total # of RDS Servers:

Avg. # of VDI concurrent = Avg. # of concurrent processes
processes per VDI: e’ per RDS server:

Total # of concurrent RDS
sessions:

Avg. # of concurrent processes
per RDS Session:

Calculate

Required Monitors with redundancy : 2

Technical Notes

* This interactive sizing calculator refers to monitors which are sized for peak performance with 8 vCPU and 32G8 RAM.
» The scalability limit of a single Monitor node is 400,000 concurrent processes. The actual limit of VDI/RDS machines per Monitor node
depends on the avg. number of concurrent processes per machine.
» Based on our benchmark. the following values are set as default values and should be adjusted based on your enviranment.
© RDS/XA Server - 100 processes.
© RDS Session - 20 processes.
© VDI Machine - 160 processes.
* For additional Information about the Sizing Guidelines for Controlup v8.x please visit this link.

ControlUp Console Guidelines

The charts below specify the sizing requirements for each console instance you will use depending
on the number of VDIs or RDSH workloads you intend to monitor.
Note: When managing more than 2,000 concurrent user sessions, disable the flat views in the

console. For further instructions, see here.
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VDI-based Sizing for the ControlUp Console

Component ControlUp Console (***)
VDI Machines(*) 0 - 3,000(**)
vCPU(**) 2
RAM 8

(*) The example above is based on an avg. of 160 concurrent processes per VDI machine with

a N+1 configuration.
(**) 2.8Ghz clock speed or higher.
(***) Per console instance, based on a fully optimized console.

RDSH-based Sizing for the ControlUp Console

Component ControlUp Console
RDSH Sessions(*) 0 —20,000(**)
VvCPU(**) 2
RAM 8

(*) The example is based on an avg. of 200 concurrent processes per an RDSH host with a
N+1 configuration.

(**) 2.8Ghz clock speed or higher.

(***) Per console instance, based on a fully optimized console.

ControlUp Monitor Guidelines

In the charts below, we have specified the sizing requirements for each monitor instance you will

use, depending on the number of VDIs or RDSH workloads you intend to monitor.

VDI Based Workloads for the Monitor

Component Monitor Sizing (*)
VDI Workloads 0-1,000 1,000 - 2,000 2,000 - 4,000(***)
VCPU(*¥) 4 8 8
RAM 16 24 32

(*) For environments with more than 2,500 VDI machines, additional monitors
should be deployed. See the configuration examples below for 5,000, 20,000 and
50,000 VDI machines.

(**) 2.8Ghz clock speed or higher.

(***) The scalability limit of a single monitor node is 320,000 concurrent processes.
The actual limit of VDI machines per monitor node depends on the avg. number of
concurrent processes per VDI machine.
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RDSH Based Workloads for the Monitor

The sizing numbers below are related to environments where the end-users are running on RDSH

based servers. The main factor is the number of concurrent sessions that are managed using

ControlUp.
Component ControlUp Monitors
RDSH Sessions 0 - 5,000 5000 — 10000 (**)
vCPU(*) 4 8
RAM 16 32

(*) 2.8Ghz clock speed or higher.
(**) Based on approx. 20 processes per RDSH session.

ControlUp Agent

The ControlUp agent is a lightweight component that was designed from the ground up to enable
rapid deployment and minimal performance footprint. A machine with an agent installed is referred
as a managed machine. The expected CPU usage is 0%-1% with spikes up to 2%. RAM usage should
be approximately 50MB to 100MB and IOPS counters for the agent executable should normally show
zero activity.

Note: The ControlUp Agent does NOT require a reboot while being installed or uninstalled and no

special configuration is needed when the agent is deployed on a VDI master image.

In ControlUp, the console & monitor retrieve data from agents on servers, workstations, user
sessions, etc. This action might impact your network bandwidth. This impact is extremely minimal as
there is very low usage with the ControlUp Agent.

The average network traffic for a single agent communication to a monitor/console is 1KBps.

This means that a single ControlUp console will consume approximately the following bandwidth:

Number of Agents Bandwidth
100 100KBps
1000 1IMBps
10,000 10Mbps

For information about agent deployment and security recommendation see here.

Cloud Topology Quick Guide

38



control

upP
111

Appendix

Data Collectors

A data collector is a component in ControlUp (usually the CU Agent) that collects data from various

APl services and assists in reducing the load from the hypervisor or any other APl connection and

optimizes the performance of the console and monitor. For detailed instructions on how to set up a

dedicated data collector, see here.

As a best practice, it is recommended to configure the CU Agent data collectors and run them on a

dedicated virtual machine.

Note: The numbers in the sizing chart below represent the number of records that the API service is

passing. The following table is a configuration example for

When linking a data source, such as VMware/Hyper-V/XenServer/Nutanix, we query hosts,

machines, datastores & virtual disks.

In EUC environments like Citrix Virtual Apps and Desktops/VMware Horizon, we query topology

(delivery groups/desktop pools), brokers/connection servers, machines, and sessions.

NetScaler will query appliance info and metrics, load balancers, HDX sessions, and gateways.

ControlUp Data Collector

0 - 2,000 (**) 2,000 - 5,000 (**) 5,000 + (**)
vCPU 2 4 4
RAM 8 8 8

(**) These numbers represent the number of records that the API service passes

per query.

Sizing Examples

VDI Sizing Examples

The following is a sizing example for 5,000 VDI machines.

ControlUp Component

vCPU (per instance)

RAM (per instance)

Notes

Monitor (*)

4

8

32

N+1 configuration

Real Time Console

N/A

2

8

Per console instance

Data Collector

See Data Collectors

(*) The example above is based on an avg. of 160 concurrent processes per VDI
machine with a N+1 configuration.
The following is a configuration example for 20,000 VDI machines.
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ControlUp Component vCPU (per instance) | RAM (per instance) Notes
Monitor (*) 11 8 32 N+1 configuration
Real Time Console N/A 2 8 Per console instance
Data Collector See Data Collectors

(*) The example above is based on an avg. of 160 concurrent processes per VDI
machine with a N+1 configuration.
The following is a configuration example for 50,000 VDI machines.

ControlUp Component VCPU (per instance) RAM (per instance) Notes
Monitor (*) 26 8 32 N+1 configuration
Real Time Console N/A 2 8 Per console instance
Data Collector See Data Collectors

(*) The example above is based on an avg. of 160 concurrent processes per VDI
machine with a N+1 configuration.

RDSH Sizing Examples

It is important to remember that the scalability limit of a single monitor node is 320,000 concurrent
processes, therefore, the actual limit of RDS hosts per monitor node depends on the avg. number of
concurrent processes per host including the host. On average, a single monitor node will support
10,000 concurrent sessions.

The numbers below vary between organizations due to the number of sessions running on each

host.

The following table is a configuration example for 5,000 RDS Sessions running on 250 RDSH hosts:

ControlUp Component vCPU (perinstance) | RAM (per instance) Notes
Monitor Nodes (*) 2 4 16 N+1 configuration
RT Console N/A 2 8 Per console instance
Data Collector See Data Collectors

(*)The example is based on an avg. of 200 concurrent processes per an RDSH host

with a N+1 configuration.
The following table is a configuration example for 20,000 RDS Sessions running on 1,000 RDSHs.

ControlUp Component vCPU (perinstance) | RAM (per instance) Notes
Monitor Nodes (*) 3 8 32 N+1 configuration
RT Console N/A 2 8 Per console instance
Data Collector See Data Collectors

(*)The example is based on an avg. of 200 concurrent processes per an RDSH host
with a N+1 configuration.
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The following table is a configuration example for 50,000 RDS Sessions Running on 2,500 RDSHs.

ControlUp Component vCPU (perinstance) | RAM (per instance) Notes
Monitor Nodes (*) 5 8 32 N+1 configuration
RT Console N/A 2 8 Per console instance
Data Collector See Data Collectors

(*)The example is based on an avg. of 200 concurrent processes per an RDSH host
with a N+1 configuration.

Adding a ControlUp Agent in Horizon

Environment

In Horizon environments, it is highly recommended to deploy the ControlUp Agent via a golden
image. ControlUp allows you to do that using the ControlUp Agent MSI package.
To install the MSI package:

1. Download the package from this link -OR- via the console by selecting Settings and then

Agent and click on the Download Agent MSI URL.

s = ping before deploying agent

ents installed before deploying agent

sch monitored resource using the organization tree.

2. Install the MSI package on the golden image using the setup wizard. (No other

configurations required.)
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ﬂ ControlUpAgent Setup

Welcome to the
ControlUpAgent Setup Wizard

The Setup Wizard will install ControlUpAgent on your
computer. Click "Next" to continue or "Cancel” to exit the
Setup Wizard.

< Back Cancel

To add a machine to the organizational tree and start monitoring it, follow the steps in the Adding
Managed Machines section or use a PowerShell script to add the machines automatically as

described in the next section.

Auto Adding Machines Installed with the MSI Package

To support the dynamic nature of Horizon environments, where desktop pools are constantly
updated, ControlUp has created sync scripts that make the machine adding process easy and
automated.
To accomplish this, the machine running the monitor service will need to go through a short
preparation process in order to run several PowerShell scripts.
Installed software prerequisites:

e PowerShell 5.0

e PowerShellCLi 11.0 or later (To install the PowerShellCLi, type Install-Module

VMware.PowerCLl in the PowerShell command line.)
e The controlup.cli PowerShell module (To install the controlup.cli, type install -module

controlup.cli in the PowerShell command line.)
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To prepare the monitor for running the Horizon Sync Script:

1.

Open ControlUp Console and click Script Actions and the Scripts Management screen

appears.

ooo

o Leé : £ - (@) > 28 Column Preset
23 =

Virtuzl Machines -

Add Cloud Add » 1 ControllUp
Columns

Display
Connection  Moniter 2 Insights -

Export

[ | Q. Focusing on'ControlUpTraining¥8. 1\EUC Environments\Horizon DemoCluster-CUVIEW? 1CONNECT\Deskiop Pools\Leon Auto Pool
4= =p ¥ Folders | Hosts |Machines | Sessions | Processes | Accounts | Applications | Storage ~

Machines: 2 ltems

Name | ** Scripts Management 0 % |i\,e memory V:
Organizational Scrips: My Draft Scripts ==
LEON-HZ-1 2—4(5
-actions =
LEON-HZ-2 ctions have beenshared by the ControlUp user community any of those actions for use in 251 ( (M=EJ
St ® O O ity |
-

Install Hv.Helper module for Horizon View scripts

py For using Horizon View scripts the HvHelper module is required. This script installs the module
m {version 1.1) on the target machine (for all users). By defauit an existing madule is NOT overvritten, It "
Overwrite = True is specified the existing module will be Overwritten... Add Script

Authortheartvark LastEditor:theartvark  Updated: 12/4/2019 Added by 9 users

Horizon recover machine

This script Recovers resets) a Horizon View machine through the Viware HyHelper module.

Can be used as an Automated action to reset a machine if counters indicate there is an issue with the "
machine... Add Script

Authortheartvark LastEditorstheartvark  Updated: 12/3/2019 Added by 9 users

~
Close

From the Scripts Management screen, search for the “Create credentials for Horizon
View scripts” and then click Add Script and the Add a Shared Script Action popup
appears.

Click the Accept the terms checkbox and click OK and the script are added, and you are
returned to the Scripts Management screen.

From the Scripts Management screen, search for the “Install Hv.Helper module for
Horizon View scripts” and then click Add Script and the Add a Shared Script Action
popup appears.

Click the Accept the terms checkbox and click OK and the script are added, and you are
returned to the Scripts Management screen.

Click Close and the ControlUp Console grid appears.

From the ControlUp Console grid, locate the monitor server you would like to prepare

and Right-click over it and the Management Actions menu appears.
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8.

10.

11.

12.

13.

14.

Hover over Script Actions and select Create credentials for Horizon View scripts and the

Create credentials for Horizon View popup appears.

- Create credentials for Horizon Yiew scripts x

Descrplion:
Connecting to a Horizon View Connection server is required for running
Horizen View scripts. The server does notallow passthrough (Active Direct..

Credentizls: ACMECORP. localhcumonitor v |

Command Line Arguments

Caption
Usemame controlup.demohcuymw
Passward —

xxxxxxxx

Confirm password

Ok LCancel

From the Credentials dropdown select the user to be used to run the monitor account.
That is the account you used while setting up the monitor primary domain identity.

In the Command Line Arguments text box enter the credentials you used to connect to
the Horizon Connection Server while adding the EUC environment to the console.

Click OK and the Action Results Screen appears.

In the Errors tab in the Action Results Screen appears, check that the action is complete
with no errors. If the action is successful a credentials XML file will be created under
C:\ProgramData\ControlUp\ScriptSupport

Close the screen Action Results Screen and you are returned to the ControlUp Console
grid.

Run the second script by hovering over Script Actions and Select Install Hv.Helper
module for Horizon View scripts and the Action Results screen appears. Make sure the

action is complete with no errors and the scripts are applied.

Secure Communications Between ControlUp Console/Monitor

and ControlUp Agent

To secure the communication between the installed agent and the ControlUp environment, we

recommend you do the following.

1.

On any computer running the ControlUp agent, enable a Firewall inbound rule that

allows access to port 40705 only to authorized computers.
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2. Add these computers which ideally should use static IP addresses:
e Computers running the ControlUp Monitor service
e Computers running the ControlUp Console
If you don't own a firewall for your network, we recommend using the built-in Windows firewall
alongside a Group Policy to apply the firewall rule to all machines running the ControlUp Agent.
Note: This recommendation reduces the risk of a potential attacker manipulating a ControlUp Agent

using malicious code in case that potential attacker has penetrated the organization network.

Creating a Scheduled Task to Run the Script

Once the monitor machine is prepared, a Windows Task Scheduler task must be created in order to
regularly run a sync script.
The following procedures must be performed prior to creating the Task Scheduler:
1. Download the PS script linked here.
2. Create a new folder for example, Horizon_Sync_Script, and place the file in this folder.
3. If you would like to exclude pools from being added to the console, create
an “exceptions.txt” file with the names of the pools you would like to exclude, and place
it in the folder.

4. Create a Task Scheduler that will run this script daily.

Creating a Task Scheduler for Automatically Adding Horizon Machines via a
Script

The Task Scheduler for automatically adding Horizon machines via a script, must be created on the

ControlUp Monitor server machine.
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To Create the Task Scheduler:

1. Open the Task Scheduler.

Al Apps

Documents Settings Photos

Best match

Task Scheduler ‘
Desktop app

Settings

= Schedule tasks >

v

£ task scheduleri

More v/
3
»
Task Scheduler
Desktop app
[

Open ‘

Run as administrator
Open file location

Pin to Start

T 8 4

Pin to taskbar

2. Inthe Task Scheduler window, go to the Actions panel and click Create Task and the

Create Task window is displayed.

@ Ta.sk scheduler ((um.onltom Status Triggers Next Run Time
~ | Task Scheduler Library . - o
“ Microsoft [&5] Controlup Horizon Sync Ready At 14:33 every day  26/12/2019 14:33:
< >
General Triggers Actions Conditions Settings History
Mame: Controlup Horizon Sync ~
Location: %
Author: CONTROLUP\shayg
Description:
Security options
When running the task, use the following user account: v
< >
< >

Actions
Task Scheduler Library
_@ Create Basic Task...
& Create Task.. h
Import Task...
[& Display All Running Tasks
§.—| Disable All Tasks History
| MNew Folder...
View
@] Refresh
Help
Selected Item
B Run
® End
& Disable
Export...
Properties

B
#K Delete
- ..

3. Inthe General tab, name the newly created task “ControlUp Horizon Sync”.

4. In the Security options, Click Change Users or Group and select the service account used

for running the monitor.
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5. Select Run whether a user is logged on or not, and add a description if desired.

(& Controlup Horizon Sync Properties (cumonitori4.controlup.dema) x

General Triggers Actions Conditions Settings History

Mame: |C0ntr0|up Harizon Sync
Location: %

Author: CONTROLUPYshayg
Description: ||

Security options

When running the task, use the fellowing user account:

i Change User or Group...

() Run only when user is logged on

(®) Run whether user is logged on or not

] Do not store password. The task will only have access to local computer resources,

[ Run with highest privileges

[] Hidden Configure for: | Windows Vista™, Windows Server™ 2003 &4

Set the triggers:

6. To add a new trigger, select the Triggers tab and click New.

(B Create TakV e
General Triggers  Actions Conditions Settings
When you create a task, you can specify the conditions that will trigger the task,
Trigger Details Status
New... Edit... Delete

7. Click Begin in the task drop-down box and select On a schedule and select Daily and set

a daily time to start the task in Task Scheduler in the ‘Recur every’ text box to 1 days.

Click OK and the trigger is set.

Note: The time you set will also be the time the task runs daily.
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Begin thetask: | On a schedule
Settings

O Onetime | Start: 2171172019 [~ | [143317

®) Daily

. |1
O Weekly Recur every: days

() Monthly

Advanced settings

[ Delay task for up to {random delay): 1 hour
[] Repeat task every: |1 hour

[] Stop task if it runs longer than: 3 days
[ Expire: 25/12/2020 15:53:28 -
Enabled

1 day

= | [] Synchronize across time zones

Cancel

Set a task action:

8.

9.

10. Click Browse... and choose powershell.exe (located in:

Select the Actions tab, and click New and the Set Actions popup appears.

(B Create Task v
General Triggers Actions  Conditions Settings
When you create a task, you must specify the action that will occur when your task starts.
Action Details
New... Edit... Delete

Cancel

X

In the Set Actions popup, select Start a program from the dropdown menu.

C:\Windows\System32\WindowsPowerShell\v1.0\powershell.exe).

Add the following arguments to the template below:

-file "[FILE NAME AND PATH]" -hvconnectionserverfqgdn "[CONNECTION SERVER FQD]" -

targetfolderpath "[ORG TREE FOLDER PATH]" -pooldivider "[ORG TREE DESKTOP POOLS

FOLDER NAME]" -rdsdivider "[RDS FARMES FOLDER NAME]" -exceptionfile "[EXEPTION

FILE NAME AND PATH]"
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You must specify what action this task will perform.

»-
v

Browse...

Action: | Start a program
Settings

Program/script:
CA\Windows\5System32\WindowsPowerShellw1.00p owers|

Add arguments (optional): ’ ~file "C:\Herizon_Sync_S

You will need to modify the arguments depending on your desired outcome.

11. Click OK and the actions are set.

Conditions setting:
12. Leave the task conditions with the default values and click OK.

x

(&) Controlup Herizen Sync Properties (cumonitor0d.controlup.demo)

General Triggers Actions Conditions  Settings History
Specify the conditions that, along with the trigger, determine whether the task should run. The task will not
run if any condition specified here is not true.

Idle
10 minutes

[ Start the task enly if the computer is idle for:
1 hour

Stop if the computer ceases to be idle
Restart if the idle state resumes

Power
Start the task only if the computer is on AC power

Stop if the computer switches to battery power
[] Wake the computer to run this task
Network
[ start enly if the following network connection is available:

Any connection

49

Cloud Topology Quick Guide



uUp

COI"“TO' 111 Appendix

Settings Tab:

13. In the Settings tab, make sure that the following are checked:

General Triggers Actions Conditions Settings  History

Specify additional settings that affect the behavior of the task.

) Allow task to be run on demand

[ Run task as soon as possible after a scheduled start is missed

O If the task fails, restart every: 1 minute
) Stop the task if it runs longer than:

' If the running task does not end when requested, force it to stop

[ If the task is not scheduled to run again, delete it after: EEEs
If the task is already running, then the following rule applies:

) Do not start a new instance ~

14. Click OK and the settings are set.

Argument Description:

The following is a description of the argument variables used in the script, that will allow you to

control the outcome according to your needs.

The Argument:

-file "C:\Horizon_Sync_Script\Sync_ControlUP_With_Horizon_View_v2.ps1" -

hvconnectionserverfqdn "horizon.controlup.demo" -targetfolderpath "controlup demo\il

datacenter\virtual desktops\horizon demo" -pooldivider "Desktop Pools" -rdsdivider "RDS Farms" -

exceptionfile "C:\Horizon_Sync_Script\exceptions.txt"

The Description:

file - (Mandatory) - "C:\Horizon_Sync_Script\Sync_ControlUP_With_Horizon_View_v2.ps1"
The location of the Sync PS Script can be changed to any desired location.
hvconnectionserverfqdn - (Mandatory) - "horizon.controlup.demo" - The FQDN of a
Connection Server.

targetfolderpath - (Mandatory) - "controlup demo\il datacenter\virtual desktops\horizon
demo" - The path of the folder where all objects will be placed in the ControlUp
organizational tree.

pooldivider - (Mandatory) - "Desktop Pools" - The Name of the folder where the Desktop

Pools will be placed in the ControlUp organizational tree.
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e rdsdivider - (Mandatory) - "RDS Farms" — The name of the folder where RDS Farms will be
placed in the ControlUp organizational tree.

o exceptionfile - (Not mandatory) - "C:\Horizon_Sync_Script\exceptions.txt" — The location of
a text file with the list of DNS names for machines you DO NOT want to be added to the

ControlUp organizational tree.
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Activity files — A set of files generated by the ControlUp Console and Monitor, which contain
historical data about your system’s activity. These files are then uploaded to the cloud by the
monitor and indexed to be presented in the Insights module.

Automated actions — A feature in ControlUp that utilizes the creation of an Incident Trigger (see
below) that invokes a PowerShell, VBA or BAT script based on a predefined condition. The idea is
that along with the email alert that is sent when an incident is triggered, a script will also be invoked
and resolve the issue immediately. For information on how to add a script to ControlUp, please refer
to Auto Adding Machines Installed with the MSI Package .

ControlUp Console — The main executable of ControlUp, available for download as a single file
named ControlupConsole.exe. There are no install/uninstall routine for this component, just a
portable executable file.

ControlUp User — Typically a systems administrator, technical specialist, or support technician
working with ControlUp Console. Every ControlUp user is required to create an online login account
that is used for user identification and licensing.

Column Preset — A predefined set of metric columns that is aimed at providing information about
specific problems or platforms.

ControlUp Agent — A lightweight executable named cuAgent.exe that runs as a system service on
every Managed Machine. This component provides performance information and handles the
execution of management actions.

ControlUp Organization — A logical grouping of managed machines handled by the same team. A
ControlUp User selects an organization during login and is authorized to manage only the machines
that belong to the selected organization. ControlUp organizations allow an unlimited number of
ControlUp Consoles to connect to every managed machine, as long as these consoles have different
ControlUp User accounts logged on. All managed machines are configured only permit connections
from ControlUp Users that are members of the same organization.

ControlUp Monitor — A background service that operates similar to the ControlUp Console but
without the graphical user interface. ControlUp Monitor connects to all the machines in your
organization and performs continuous monitoring and reporting of incidents as well as automatically
exporting data tables for historical reporting. If you require 24/7 monitoring and alerting about
incidents in your environment, it is recommended that you install at least one instance of ControlUp

Monitor, or, alternatively, a monitor cluster for environments with a large amount of assets. (For full
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instructions on how to install a ControlUp monitor, see here. For sizing recommendations for a
ControlUp Monitor, see here.

ControlUp Insights — A reporting and analytics platform that displays historical reports using data
gathered by ControlUp. In order to start using ControlUp Insights, one instance or more of ControlUp
Monitor must be installed in an organization

Data Collectors — A data collector is a component in ControlUp (usually the CU Agent) that assists in
reducing the hypervisor or any APl connection and optimizes the performance of the console and
monitor. Click here for detailed instructions on how to set up a data collector.

Incident — In ControlUp, an incident is an occurrence on one of your managed machines that fall
under the scope of one of the configured incident triggers. For example, you might configure a
“Process Ended” incident trigger with a filter of “Process name=svchost.exe”. In such a case, every
subsequent crash, error, and process exit with this name will generate an incident. Incidents are
recorded in the ControlUp Cloud Services database and are available for display in the Incidents
Pane of ControlUp.

Incident Trigger — A definition of an occurrence that should be recorded as an incident. Triggers of
two types are supported in ControlUp: community triggers, which are created by ControlUp based
on vendor recommendations and industry best practices, and user-defined triggers, which can be
configured according to your needs. Each trigger includes a set of conditions: trigger type (Stress
Level, Process Started, etc.), filter (specific conditions like machine name or operating system), scope
(folders and schedule — when and where the trigger applies). In addition, every trigger may include a
set of follow-up actions, for example, an email alert. (For full instructions on Trigger Settings go to
page 26.)

Script Action (or SA) — A PowerShell, VBScript or batch script that was imported to ControlUp as a
management action. Script-based actions (SBAs) can be assigned to any of ControlUp’s managed
resources (folders, machines, sessions, etc.). SBAs can be downloaded from the community
repository or created manually and shared within your ControlUp system.

Hypervisor connection — The connection parameters needed for a console or data collection agent
to connect with a supported hypervisor management platform (vCenter or XenServer pool master).
Once the connection to the hypervisor management platform is established, host and VM
information is automatically retrieved and populates the ControlUp database. (If the connection is to
vCenter, datacenter and cluster information is also gathered, for better organization of virtualization

resources.)
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Hypervisor —Connection points to the virtualization world, namely vCenter, Xen pool master, Hyper
V, and Nutanix AHV environments. Strictly speaking, the vCenter server is not a hypervisor, but for
the purposes of consistency in ControlUp, it is referred to as one.

Hypervisor folder — Similar to a regular folder, but intended it organizes hypervisor connections.
Host — A machine running VMware ESX/ESXi, Citrix XenServer, Hyper V, and Nutanix AHV that
ControlUp accesses via the Hypervisor connection. The virtualization hosts machines that run
multiple virtual machines on them.

Managed Machine — A Windows machine that a ControlUp user wishes to manage and/or monitor
using the ControlUp system. It needs to belong to an Active Directory domain and have Net
Framework 3.5 or 4.5 installed. When contacted for the first time by a ControlUp Console, every
Managed machine is assigned to a ControlUp organization. For further details, see Adding Managed
Machines.

ControlUp Monitor - The ControlUp Monitor module, assists with the 24/7 monitoring of your assets
and alerts about any abnormal behavior according to a customizable set of incident triggers. It is like
the ControlUp Console, only without an interactive user interface. Once installed and launched, the
monitor connects to the managed assets of your ControlUp organization and starts receiving system
information and performance updates, just like an additional ControlUp Console user.

Monitor Cluster — Several monitors working together in the same site, while providing redundancy
and failover capabilities

Stress Level — A metric in ControlUp which presents the health condition of a recourse by calculating
the load of several metrics that have crossed their defined threshold. Once a predefined load
number is reached, the stress level metric will indicate if the condition of the resource is Low,
Medium, High, or Critical.

VM — Virtual machines that run as guests on the ESXi, Xen server, Hyper V, or Nutanix AHV hosts. If
the guest VM is running a supported version of Windows, then the ControlUp Agent can be installed
on it and become a machine fully managed by ControlUp. There are some performance statistics
that can be gathered about all VMs, managed or not, because ControlUp queries the hypervisor
about all of them. However, full data retrieval is only possible if there is a ControlUp agent installed
on the guest OS.

Virtual Expert — A machine learning algorithm in ControlUp that assists in providing information

when thresholds are crossed.
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